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Abstract—\We propose a new scheme for content distribution to “flash crowds”™— a huge and sudden surge of traffic that
of large files that is based on network coding. With network ysually leads to the collapse of the affected server. Therefore,

coding, each node of the distribution network is able to generate g gystem cooperative solutions can be used to efficiently and
and transmit encoded blocks of information. The randomization

introduced by the coding process eases the scheduling of blockqUiCkIy deliv_er software updates, critical patches, v_ideos, a}”d

propagation, and, thus, makes the distribution more efficient. other large files to a very large number of users while keeping

This is particularly important in large unstructured overlay the cost at the original server low.

networks, where the nodes need to make block forwarding  The best example of an end-system cooperative architecture
decisions based on local information only. We compare network is the BitTorrent system, which became extremely popular

coding to other schemes that transmit unencoded information (i.e. f deliveri the Li distributi d oth
blocks of the original file) and, also, to schemes in which only as a way of delivering the Linux distributions and other

the source is allowed to generate and transmit encoded packets.popular content. BitTorrent splits the file into small blocks,
We study the performance of network coding in heterogeneous and immediately after a node downloads a block from the
networks with dynamic node arrival and departure patterns, clus-  origin server or from another peer, the node behaves as a server
tered topologies, and when incentive mechanisms to discouragesq, that particular block, and, thus, contributes resources for
free-riding are in place. We demonstrate through simulations of - ' - e . .
scenarios of practical interest that the expected file download time Serv'n_g the block. Further design choices, such as '”te”'ge”t
improves by more than 20-30% with network coding compared selection of the block to download, and parallel dOWnloadlng
to coding at the server only and, by more than 2-3 times of blocks, improve the performance of the system. For a
compared to sending unencoded information. Moreover, we show detailed description of the BitTorrent system see [2].
that network coding improves the robustness of the system and Despite their enormous potential and popularity, existing
is able to smoothly handle extreme situations where the server . !
and nodes leave the system. end-system cooperative ;chemes .such as BitTorrent, may
0 suffer from a number of inefficiencies which decrease their
overall performance. Such inefficiencies are more pronounced
. INTRODUCTION in large and heterogeneous populations, during flash crowds, in

Typical content distribution solutions are based on placirfgflvironments with high chumn, or when cooperative incentive
dedicated equipment inside or at the edge of the InternBtechanisms are in place. In this paper we propose a new end-
The best example of such solutions is Akamai [1], whichYStém cooperative solution that useswork codingi.e. data
runs several tens of thousands of servers all over the worfdicoding at the interior nodes of the network, to overcome
In recent years, a new paradigm for Content Distributioffost of these problems.

has emerged based on a fully distributed architecture wh%(e

: ; Network Coding
commodity PCs are used to form a cooperative network and o ] ]
share their resources (storage, CPU, bandwidth). Network coding is a novel mechanism proposed to improve

Cooperative content distribution solutions are inherently sdft¢ throughput utilization of a given network topology [3].
scalable, in that the bandwidth capacity of the system increadd¥® Principle behind network coding is to allow intermediate
as more nodes arrive: each new node requests service fréQfles to encode packets. Compared to other traditional ap-
and, at the same time, provides service to other nodes. BecaRf@&ches (e.g. building multicast trees), network coding makes
each new node contributes resources, the capacity of Q{gmal.use of the avaylable network resources and, moreover,
system grows as the demand increases, resulting in limitlé&nputing a scheduling scheme that achieves such rate is
system scalability. With cooperation, the source of the file, i.60mputationally easy. An overview of network coding and a
the server, does not need to increase its resources to accomiReussion of possible Internet applications is given in [4].

date the larger user population; this, also, provides resiliencd/Sing ideas borrowed from network coding, we propose
an end-system content distribution solution which optimally

This work was done while the first author was with Microsoft research. uses the resources of the network. Every time a client needs
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Source B. Contributions

Packet 1 We now summarize the main contributions of this paper:

Packet & 1) We describe a practical system based on network coding
for file distribution to a large number of cooperative users.
Node C Our approach does not require knowledge of the underlying
network topology, and, in addition, nodes make decisions of
how to propagate packets based on local information only.
Node A Node B Notice that typical network coding schemes assume both
............. knowledge of the underlying topology and centralized deci-
Packet 1, or 2, or 182? .
sions about how to encode and propagate content. Compared to
other content distribution schemes, our network coding based
Fig. 1. Network Coding benefits when nodes only have local informatiorapproach eases the problem of block propagation scheduling
across a large scale distributed system and makes better use
of the available network capacity.

to send a packet to another client, the source client generajesye provide experimental evidence that, in many situations
and sends a linear combination of all the information availabg practical interest, network coding performs better than
to it (similarly to XORing multiple packets). After a clientyansmitting unencoded blocks, or using techniques that are
receives enough linearly independent combinations of packejgsed on erasure codes, which can be thought as coding but
the client can reconstruct the original information. only at the server. Network coding performs better by almost

In a large distributed cooperative system finding an oprfactor of two compared to performing encoding at the server
timal packet propagation scheme that minimizes the clieghd by a factor of three compared to not coding at all when the
download time is very difficult. This is especially the case ifopology is clustered. Similarly, network coding improves the
practical systems that cannot rely on a central scheduler agewnload rates by almost 20% compared to source coding and
instead, allow nodes to make local decisions. The schedulifg more than 30% compared to no coding in an heterogeneous
problem becomes increasingly difficult as the number efetwork. During the early stages of a flash crowd, network
nodes increases, when nodes are at different stages in t@giling outperforms source coding and no coding by 40%
downloads, or when incentive mechanisms are introduceddfd 200% respectively. Even when the system reaches a
prevent leeching clients. As we will see in this paper, netwolteady-state, network coding still provides significant benefits
coding makes efficient propagation of information in a larggompared to using other techniques. Moreover, when tit-for-
scale distributed system with no central scheduler easier, eygfincentives are used the performance of network coding is
in the scenarios described above. barely impacted, while, other schemes suffer significantly.

To illustrate how network coding improves the propagatiog) We show that our network coding system is very robust

of |n}‘ormat|on wnhout a global coordlnated_ scheduler W extreme situations with sudden server and node departures.
consider the following _(S|mple) example. In Figire 1 assumg using network coding, nodes are able to make progress
:?at {\IOdi A gf"‘s re celvted frc&mt;he slt\)lu:jce gacketz L aln d id finish a download even if the server leaves shortly after
.tﬂe wor kc? 1|ng IS nko t'“ésfe ’ :n"th (tjhe can Ot\)NT)'cIJ't loading only one copy of the file to the system and nodes
elther packet L or packet 2 from A Wi € same proba IIgepart immediately after they finish their download. Without

At the same time that Node B downloads a packet from . .
Node C independently downloads packet 1. If Node B decid gtwork coding, if both the server and some peers suddenly

to retrieve packet 1 from A, then both Nodes B and C wi

: 0
have the same packet 1 and, the link between them can {Rﬁ# not be able to finish their downloads. This demonstrates

be used. o ) . that with network coding nodes are able to finish their down-
If network coding is used, Node B will download a lineajy,4s even in extreme circumstances.

combin_ation of packets_ 1 and 2 from A, which in turn can be 1he rest of the paper is organized as follows. In Sedfipn |
used with Node C. Obviously, Node !3_cou|d have_dowr!load(-;,ge provide an overview of related work. In Sectign] Ill
packet 2 from A and then use efficiently the link with Cy e gescribe our model for end-system cooperative content
However, without any knowledge of the transfers in the rest gfsyrihution and discuss how network coding can be used as
the ngtwgrk (wh|ch' is difficult to achieve in a large, c.omple?%l building block of such a system. In Sectjor| IV we provide
and distributed environment), Node B cannot determine whigh e rimental evidence of the benefits of using network coding
is the right packet to download. On the other hand, such a 15l sending blocks of the original file and over source coding.

becomes trivial using network coding. It is important to not@ summarize in Sectigni]V and discuss some open problems.
that the decision on which packets to generate and send does

part the system, some blocks of the original file or of the
rce-encoded file will disappear and the remaining nodes

not require extra information about the downloads in the rest Il. RELATED WORK
of the network; thus the content distribution effort is greatlimplementing large scale content distribution using end-
simplified. system cooperation techniques has been the focus of multiple



research efforts during the recent years. c) Erasure Codes:A number of cooperative architec-
tures [15], [16] have proposed the use of Erasure Cﬁ)tﬂla%],

Tree-B i t f the first . s . -
a) Tree-Based Cooperative SystemiBwo of the firs ] (e.g. Digital Fountain) to efficiently transfer bulk data.

proposals to use end-systems for content distribution wi - . .
Yoid and EndSystem muiticast, which provided an end-syste e digital fountain approach enables end-hosts to efficiently

overlay multicast architecture for the delivery of video anffeonstruct the original content of sisdrom roughly a subset

audio content [5], [6]. Following a similar concept, Split_of any n symbols from a large universe of encoded symbols.

Stream [7] builds multiple overlay multicast trees to enable owever, since the sets_of symbols acquired by nodes are
more robust and fair system where all nodes contribute rougik' ly to overlap substantlz_;llly, care must be taken to_ enable
the same to the distribution effort and the departure of a no m tp. cpllaborate effectively. Thls. T“akes cooperation and
causes minor disruptions. Similarly, Coopnet [8] forms eithé?conc'“at'on among nodes more difficult than when content

random or deterministic node-disjoint trees, and it includes'& unencoded. To overcome this problem ~[16] proposes

Multiple Description Coding layer (MDC) [9] to maximize thefje.;hmqlt"es (;O eﬁ|q|entl)|/( rte(;]oncntl)?te er}ﬁ?ded c;ontent among
streaming quality experienced by the users. erent nodes using sketches, bloom Tters, ete.

While encoded content can efficiently handle losses, asyn-

_Creating and maintaining shortest-path multicast trees pigs onous arrivals, and churn, locating missing data items may
vides an optimized architecture for the delivery of real-timgg)| pe 4 challenge. To address the issue of efficiently locating
streaming content. However, architectures that employ t&€q| encoded blocks within the system, Bullet [15] proposes
topologies are bandwidth-limited in that the transfer ratg ochanism that periodically disseminates summaries of
to a client will only be as fast as the throughput of thaa sets uniformly sampled over a random subset of global
bottleneck link on the path from the server, and MOreoVely ticipants.

perpendicular” connections among nodes are often hard to d) Network CodingNetwork coding was first considered

exploit. _Eor file downlogds, optimizing bandwidth is ofteqn the pioneering work by Alswede et al. [3], where they
more critical than optimizing delay, and therefore, tree-basgﬂowed that a sender can communicate information to a set
architectures may not always be the best approach. of receivers at the broadcast capacity of the network provided
b) Mesh Cooperative ArchitecturesAs an alternative one allows network coding.

to tree-based systems, a number of mesh architectures havdigh utilization of a given topology can also be achieved
also been suggested. Mesh cooperative architectures can sigiing multiple edge-disjoint distribution trees (especially in the
stantially improve the download rates by using additionglase where all nodes are receivers). In fact, several schemes
connections, and, hence, additional bandwidth and betferg. SplitStream, CoopNet) have proposed to utilize multiple
opportunities for finding content of interest, amdrallel- multicast trees (forest) to deliver striped data from the source
downloads[10], [11]. to all receivers. These proposals can indeed improve end-to-

However, one major drawback of mesh cooperative arcifnd throughput beyond that of a single tree, however, comput-
tectures is that since no trees are constructed, there areifbthe strategies to achieve optimal throughput using multiple
pre-determined distribution paths for the content. Instead, thges has been shown to be NP-complete and APX-hard [19]-
topology includes multiple parallel paths over which conted€l] Instead, recent studies have shown that network coding
should propagate. If nodes make local decisions, then itGan significantly facilitate the design of efficient algorithms to
possible that the same block travels over multiple competig§mpute and achieve such optimal throughput [22].

paths and, hence, network resources are under-utilized and thilost of the previous work on network coding is largely
download rates decrease. based on theoretical calculations that assume a detailed knowl-

The most popular of such cooperative architectures is Bﬁgge Otf thethtopdql?gg, ?nd a rc]:entrah;ed know:ﬁt(?ge f?mtnthfor
Torrent [2]. A detailed analysis of BitTorrent's performanciomrf)un:n% te 'fré u tlk? n S(r: et|i”nei owe\{[er, ]i iael cr)r: n'filrs1
can be found in [12], [13]. BitTorrent provides an end-syste e ade fo study the practical aspects o plementing

cooperative architecture to facilitate fast downloads of populg?tw.ork coding on a _r_eal dlsmbUt.Ed setting. In thls r’?g?‘rd [2.2 ]
files. considers the feasibility of applying the theoretical insights in

) o ) network coding to increasing throughput in actual multicast

To improve the efficient propagation of content amongystems over wide-area networks. In [23], Chou et al. propose
nodes, BitTorrent uses a rarest-first block download policy. practical network coding system for streaming content.
Such policy attempts a uniform distribution of blocks insimilarly, in [24], K. Jain et al. provide (contemporaneously
the network and, as a result, nodes have better chancesygh this work) analytical evidence that supports the use of
finding missing blocks and finishing the download faster. Stilhatwork coding in peer-to-peer networks. Based on the work

however, nodes that are close to finishing their download, M@desented in [23] and [24], we propose a practical end-system

attempt to obtain the missing blocks from the server, and, aggoperative architecture that uses network coding to enable
result, cause unnecessary server overloading. To overcome gigient large scale content distribution.

problem, Slurpie [14] proposes a randomized back off strategy

combined with an effective group size estimator that preciselyi, e yse the terms Erasure Codes, FEC, and Source Coding interchangeably
controls the load on the server. across the paper



Network coding can be seen as an extension or generaliEach node can exchange information, which includes blocks of
tion of the Digital Fountain approach since both the server atttk file and other protocol messages, only with its neighbors.
the end-system nodes perform information encoding. NofEhe size of the neighborhood is normally a small value (e.g.
however, that restricting erasure codes only to the origih6).
server implies that intermediate nodes can only copy andThe way nodes join the network is as follows. Upon arrival,
forward packets. This results the sameerasure codes beingeach user will contact a centralized server that will provide a
blindly copied over from one node to another without knowingandom subset of other users already in the system (similar
whether they will be of use downstream. Again, the existenee the tracker concept in [2]). The new user will then connect
of cycles in the topology will result in multiple copies of theto each of them to construct its neighborhood. Content flows
same block arriving at a given receiver through different pathslong edges in the resulting overlay topology. Rather than
and as a result the effective capacity of the system decreasging a centralized server, other mechanisms for providing
With Network Coding, on the other hand, a given code iandom subsets of nodes can be used like the ones proposed
combined with many other codes as it propagates through thg25], [26].
network, thus, drastically reducing the probability of a code In the case that some nodes lose some of their neighbors
not being useful to a given node. (because they left the system), or when a node needs to use

When the total number of different erasure codes in thaore neighbors to improve its parallel download rate, the node
system is very high, then, the probability of findimjormative can request additional neighbors.
codes increases and server encoding performs similarly tan this work, we assume that the major bottleneck in the
network coding. However, when the server capacity is limitedystem is the capacity of the access link of each user (and
when nodes leave the system soon after they finish the dovgf-the server). The total rate by which a user can receive
load, or when some coded blocks do not efficiently propagaigormation from all its neighbors is limited by the download
through the network, the total numberdifferentcodes in the capacity of the user; similarly, the total rate by which the
system is significantly reduced and using erasure codes has&ér can upload information to all its neighbors is limited by
less clear benefits compared to not performing encoding at #le upload capacity of the user. For the purpose of this paper
we assume symmetric links, where the download capacity is
equal to the upload capacity of a node and both capacities are
In this section, we describe our model for end-system coopdependent. We have experimented with asymmetric access
erative content distribution. This model can be used to eithegipacities and observed very similar results and thus we omit
distribute blocks of the original file (no coding), or blocks othe details of this case.
encoded information where the encoding can happen either

only at the source (source coding), or both at the sourge Content propagation of uncoded and source-encoded in-
and at the network (network coding). We will outline th&ormation

basic operation of this system, emphasizing some algorithmic . .
b Y P g g r% ch time there is a transfer of a block from the server or a

parameters that affect its performance. However, a detall ¢ th decisi is involved as to which
protocol implementation is outside of the scope of this pap erko ‘Tg (;r us?r 3 dec\|;,/|on proces?[r:stlnvot\r/]e £ahs 0 whic
These algorithmic parameters and their impact will be studi J]oc will be downloade ¢ assume tnat neither the server,
- - r any user have a complete information about the blocks
in Section 1V.

that each user in the system has. Instead, each user only knows
A. Model of a collaborative content distribution network  about the blocks it has downloaded and the blocks that exist
in its neighbors and, thus, the algorithm for deciding which
block to transfer is based docal informationonly. In our
aystem we have experimented with the following heuristics,

th|ch are commonly used in current systems:

I1l. M ODEL

We assume a population of uﬁrﬁhat are interested in
retrieving a file, which originally exists in a single server. The
capacity of the server is limited (a server could be an en
user) and, thus, users contribute their bandwidth resources
help other users. Since the server does not have the capacity to Random blockThe block to be transfered is decided at

serve all users simultaneously, it divides the file ihtblocks random among the blocks that exist in the source (if
and uploads blocks at random to different clients. The clients the source is the server, then a random block among all
collaborate with each other to assemble all thélocks to blocks).

reconstruct the original file. This is very similar to how current  Local RarestThe block to be transfered is picked among
end-cooperative systems, especially BitTorrent, work. the rarest block in the neighborhood. If there are multiple

We assume that users do not know the identities of all rarest blocks, a block at random is picked among them.
other users; they only know the identities of a small subsete Global Rarest.This is a baseline scheme which is not
of them, which we call the neighborhood. We assume that Practical in large networks. The block to be transfered

the neighboring relation is symmetric, i.e. if nodeis in the is the system-wise rarest among all blocks that exists in
neighborhood of3, then, also is in the neighborhood af. the neighborhood. This is a heuristic that gives priority
to very rare blocks in the hope of improving the perfor-
2we use the terms nodes and users interchangeably across the paper mance of the system.
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Server that userd has also another block of encoded informatio®,

File either directly from the server or from another peer, with its
| B1 | B2 | | | | | Bn | associated vector of coefficients. If uséneeds to transmit an
< on encoded blockr3 to userB, A generates a linear combination
& c2 ‘ . of its two blocks E1 and E2 as follows. UserA picks two
. ¢2 /cn random coefficients:] and ¢, multiplies each element of
E1l cl E2 block E; with the coefficientc] and similarly for the second
Client A o1 2 block E5, and adds the results of the multiplication. The block

transmitted to useB, say E3, is equal toc) - Ey andcf - Es.
The coefficient vector” associated with the new block is

ClientB | E3 equal tocy - &+ ¢ - ¢
Coefficient vector: (") €1 +C",C"y, €y €+C",C', -..) Observe that a node can recover the original file after
receivingk blocks for which the associated coefficient vectors
Fig. 2. Sample description of our network coding system. are linearly independento each other. The reconstruction

process is similar to solving a system of linear equations.
The benefit we expect to get by using network coding is
The BitTorrent system uses a combination of R@ndom due to the randomization introduced each time we generate
and Local Rarestschemes. In the beginning each nodes usasnew encoded block. Recall that without network coding,
Randomand after a few blocks have been downloaded &ach user needs to decide which block to receive based on a
switches toLocal Rarest local decision. This may be a suboptimal decision since such
When server coding is used, the system works very similalock may be already well represented in other areas of the
to the description above. However, the server gives blocks rétwork. On the other hand, with network coding, we perform
encoded information and not of the original file. The servexr linear combination of all available blocks at a given node.
generates a new encoded block each time it needs to uplodsioth popular as well as unpopular blocks are combined into
block to a user. The user needs to downl@adistinct blocks, a single block without having to estimate their popularity. If
either from the server or from other peers, to reconstruct the least one of the combined blocks is of use to other nodes
original file, wherek is the number of the blocks of the originaldown the path, then the linear combination will also be useful.
file. This is an ideal example of a Forward Error Correctioiithe only way that a generated encoded block is not useful is if
(FEC) encoding scheme. Typical FEC schemes, such as Rabd-same block was generated independently elsewhere in the
Solomon codes, generate a constant number of extra encoslggtem (or from the same node in a previous transmission).
packets. Rateless codes generate a practically infinite numbewever, as blocks traverse the network they get combined
of encoded packets, but they require slightly more tlan with other blocks in different nodes, making the probability
packets for reconstruction. of that happening particularly small.
) ) ) Observe that in the case of network coding we do not
C. Content propagation with network coding. have to worry about how to pick the block to transmit to the
In the case of network coding, both the server and the usether node; we combine all the available blocks. However, the
perform encoding operations. Whenever a node or the serveceiver still needs to decide whether the blocks at the server
needs to forward a block to another node, it produces a linearcode information not available at the receiver. Recall that
combination of all the blocks it currently stores. The operatiahis possible to generate many linear encodings of the same
of the system is best described in the example of Figlire 2information (if the coefficient vectors span the same space). If
Assume that initially all users are empty and that uder there is at least one packet at the sender that is not spanned by
contacts the server to get a block. The server will combine #le coefficient vectors available at the receiver, then a random
the blocks of the file to create an encoded blégkas follows. linear encoding at the sender will (almost always) produce a
First, it will pick some random coefficients, ¢, .. ., ¢,, then block that is of interest to the receiver; we call such blocks
multiply each element of block with ¢;, and finally add the innovative A simple approach to check for the possibility of
results of the multiplications together. All these operations takgnerating innovative blocks is to ensure that each node knows
place in a finite field. Observe that the probability that twthe coefficient vectors of its neighbors. By using the neighbors’
independent nodes with the same set of blocks pick the saceefficients and its own coefficients, a given node can easily
set of coefficients and construct the same block depends on¢h&ulate the rank of the combined matrices and determine
size of the field. If the field is very small such “collisions” maywhich nodes can provide new blocks and moreover how many
happen and they will reduce the performance of the system.Hiocks they can provide.
most practical cases a field size2f should be enough. (For An alternative and cheaper approach is to have the sender
a related discussion of the size of the field and the probabilignerate a random linear combination of the available (to the
of decoding in a randomized setting see [27].) sender) coefficient vectors and send the resulting coefficient
The server will then transmit to uset the result of the vector to the receiver. If the receiver determines that the
addition, E'1 and thecoefficient vectof’ = (¢;). Assume now received vector is a linear combination of the vectors already

5



available at the receiver, then it assumes that the sender dii@es among all clients. Another performance metric, is the
not have innovative blocks to send and waits for future updategerall utilization of the network, or, in other words, how fast
from the sender. Observe that an unlucky choice of the randdine network can push information to the users. We measure
coefficients may lead the receiver to conclude that the servestwork throughput as the total number of blocks transfered
does not have innovative information, when in reality it doe§ a unit of time. This metric is also related to how much
such unlucky events should be very rare. load is taken away from the server. The higher the throughput
Note that the overhead of transmitting the coefficient ve@ the cooperative network, the more efficiently nodes are
tors is quite small. In most practical scenarios, the size obntributing to the download, and the lower the load in the
each block is normally in the order of several hundreds eérver.
KBytes [10] whereas the size of a coefficient vector is smaller To study the performance of potentially large number of
than one packet. users under various settings and scenarios, we have imple-
mented a simulator of an end-cooperative system that uses
different algorithms for content distribution. Our purpose
An important problem of current collaborative content distriwas not to construct a perfectly realistic simulation, but to
bution networks is free-riding; many users take advantage démonstrate the advantages of network coding in some specific
the resources offered to the network by other users withadenarios, which, we believe, are of practical importance.
contributing their own resources. Free-riding can seriously Our simulator is used to compare the performance of content
degrade the performance of the content distribution [2&ropagation using network coding, not coding at all, and
and, as a result, many collaborative networks have introducsstling only at the server. The input to the simulator is a set of
mechanisms to discourage free-riding. nodes with constraints in their upload and download capacities,
In our system we use two mechanisms to discourage frae initial overlay topology that connects these nodes, the size
riding. The first is that we give priority to exchanges oveof the file to be distributed to the nodes, and the capacity of the
free uploading to other nodes. In other words, when theresigle server in the system. The capacities are measured as the
contention for the upload capacity of a user, the user witlumber of blocks that can be downloaded/uploaded in a single
preferentially upload blocks of information to neighbors fromound. The number of blocks of the file transfered between two
which it is also downloading blocks. Thus, the nodes allocatsers is always an integral number. We have experimented with
their capacity preferentially to mutual exchanges and then useer granularity and observed very similar results.
the remaining upload capacity for free downloads. Whenever a user joins the system it picks four nodes at
The second incentive mechanism that we use is inspired tandom and makes them its neighbors (provided that they have
the tit-for-tat approach used in the BitTorrent network [2]. Aot exceeded the maximum number of neighbors, which is set
user does not upload content to another user unless it has &sagix in most of our experiments). The simulator supports
received enough content from that user; more specifically, thgnamic user populations with nodes joining and leaving the
absolute difference of uploading minus downloading from orsystem, and topology reconfigurations. In fact, at the end of
user to another is bounded. each round, if a node determines that the utilization of its
The introduction of such an incentive mechanism make®wnload capacity in the most recent rounds drops below a
scheduling of information across a large distributed settirgrtain threshold 10% in most of our experiments), then it
even more challenging. Given that nodes make decisions bas@sts to discover and connect to new neighbors. Similarly, if
on local information, a node may end-up downloading blockke user has exceeded its maximum number of neighbors, then
that are already popular across the system and cannot be tratedll drop some of the old neighbors at random.
easily with other users. This effect gets amplified when the The simulator is round based. At the beginning of each
network frequently reconfigures. With network coding almosbund, each peer contacts its neighbors to discover whether
every block is unique and thus has higher chances of beitgre are new blocks that can be downloaded. For unencoded

D. Incentive Mechanisms

useful to other users and being traded easily. content and for source coding we assume that the each node
knows the blocks available at its neighbors; for network coding
IV. EXPERIMENTAL EVALUATION we use the techniques described in Secfion ]II-C. Then, the

In this section we study the performance of an end-systesimulator decides which blocks will be exchanged so that
cooperative architecture that uses network coding and comptre upload and download capacities are not violated and that
it with other existing approaches. In particular we study thexchanges take priority as explained in Secfion |lI-D. Nodes
performance of end-system cooperative architectures forvailh free download capacity contact the server. However, the
different types of topologies, b) heterogeneous client popoumber of nodes that can be satisfied by the server is bounded
lations, ¢) dynamic node arrivals, d) sudden node and sersrthe server’'s capacity. The block transfers, either from a peer
departures, and d) incentive mechanisms. or from the server, take place at the same round and, then, the
To evaluate the performance of each scheme, we calculaystem moves to the next round.
the time it takes for each user to download the file. We During each simulation all the nodes in the system use the
are both concerned with the average download time, as wsdime encoding scheme, either network coding, source coding,
as the maximum, and the standard deviation of the waitimy propagating of original blocks.

6



140

To simulate a tit-for-tat scenario, the simulator keeps track
of the difference between uploaded blocks minus downloaded
blocks from a user S (source) to a user D (destination). If the
difference is larger than the pre-configured value (typically 2
when we study tit-for-tat), then the source S will not send any
block to D even if there is spare upload capacity at S and
spare download capacity at D.

Obviously, there are important parameters that we do not 110} IR
simulate such as network delays, locality properties in con- L erEe
structing the overlay, cross-traffic impact, or malicious users.
However, we believe that the simulator is able to capture 100 = o e %00
some of the most important properties of an end-cooperative Nodes (sorted)
architecture.

Next we present the experimental results based on the
simulator described above.

Finish Time

A. Homogeneous topologies

We start by comparing the performance of network coding
(NC) to source coding (FEC) and unencoded information using
a local rarest policy (LR) in a well-connected network of
200 noddﬂ where all nodes have the same access capacity
equal to one block per round (homogeneous capacities). The
upload capacity of the server is also 1 block/round. In this
simulation we give priority to mutual exchanges, as described Time

in Sectior[11-0, but do not use the tit-for-tat mechanism.

In Figure[}, we plot the finish times of each node and thgd. 3.  Finish times and progress per round (measured in terms of the total
progress per round for that configuration. We measure tg°er of Pocks exchanged in the system) for a well-connected topology of
finish times as the number of rounds required to complete
the download. We observe that in this baseline scenario all
schemes perform equally well. The performance with netwotine is roughly three times longer compared to using network
coding was slightly better compared to the other schemegding. The reason is that without coding some packets are
but, still, in all schemes the average finish time was closeansmitted multiple times over the bad cut wasting precious
to the minimum finish time possible, which is rounds sinceapacity that could have been used to transmit new blocks. For
the original file is equal to 100 blocks. similar reasons, network coding outperforms source coding in

In the following sections we deviate from that baseline scenis example by almost a factor of two. Given that nodes stay
nario and observe that with small changes in the configuratignthe system after the download is complete and the server
network coding performs better. puts20% extra erasure codes in the system, with source coding
B. Topologies with clusters the chances of transmitting the same plock multiple times over

i ) _the cut are reduced. Thus, source coding performs much better
Network coding has been shown to perform well in topologiggan no coding, but still worse than network coding.

with bad cuts. In this section we examine such a topology with |, this example, for both source coding and transmitting of
two clusters of 100 nodes each. There is good connectivity a&q%

Progress per round

: - inal packets, we have assumed that nodes use the local
ample bandwidth between the nodes in each cluster (equal (st heuristic to decide which blocks to receive from their

blocks per round in both directions and for all nodes). HoweVﬁEighbors. Choosing random blocks gave worse finish times.
there is limited bandwidth between the nodes of the different

clusters; in every round only 4 blocks can propagate from o2 Heterogeneous capacities
cluster to the other. The capacity of the server is also 4 blo

pher rm;]nd ar(;d, moredover, the hserver de_patr)ts at rounhd 3? tems have non-homogeneous capabilities. The majority of
thus, the nodes need to use the capacity between the clu ESusers are connected behind slow access links, including

in the optimal way to retrieve the blocks of the file as fast atﬁal-up connections and ADSL connections. and a small
poISS|It:)!e. ot the finish i ‘ h nod ThEercentage are connected with very fast links (e.g. corporate
N igure[4 Vl\jlle rf)_o_trt] € s :]I_mes or each node. | nd university users). In this regard, we wish to study the
minimum possiole Tinis t'm? In this e_xpenment IS equa t erformance experienced by fast users when they interact with
25 rounds. Observe that without coding the average fini t[her slower users in such heterogeneous environments.
3 We have performed limited experimentation with larger topologies of Since TaSt users have m(_)_re capa_tcity, they are z_;\IIowed to have
sizes up to 2000 nodes and observed similar results more neighbors to fully utilize their extra capacity. However,

expect that the nodes of user collaborative distribution



110 TABLE |

Lo f e e e e FINISH TIMES FOR A FAST NODE AS THE RATIO OF THE CAPACITY OF THE
FAST NODE OVER THE CAPACITY OF THE SLOW NODES INCREASES
90
80 i Method X2 x4 X8
. — Nc Random 107 | 166 | 281
g 7 Local Rarest 106 | 135 | 208
R IO IUR SPRURR S UP I Iy ST Source Coding Random 84 | 113 | 134
2 * Source Coding LR 78 92 | 106
= s Global Rarest 75 92 98
Network Coding 69 72 73
40
FAMANANINNMAA AN AN Note: A ratio of x2 indicates that the capacity of the fast peer is two times
3 the capacity of a slow peer. Similarly for x4 and x8. The number of slow
20 40 60 8 100 120 140 160 180 200 peers is 50, 100, and 200 in the three cases respectively.

Fig. 4. Finish times of a topology with two clusters (100 nodes each). On the other hand, with network coding, the blocks that
propagate in the network are linear combinations of many

170 T 1 othe_r blocks. ThL_Js, the fast nodes have better chances of
%, SE TEL R R S S b DNy making progress in each round.
o % We have also noticed that as the capacity difference between
E 150 x " R fast nodes and slow nodes increases, fast nodes experience
% o K X even worse performance when network coding is not used;
i on the other hand, with network coding, the performance
) ‘ degradation is minimal. In Tab[¢ | we show some results that
o T ] validate it.
EI In this experiment we have only one fast peer and many
10 - NC slow peers (50, 100, and 200 for the three cases), which
100 allows us to focus our discussion; similar results exist for
v Nodes £oew the case of a small subset of fast nodes. As the ratio of the

capacity of the fast peer increases from 2 to 4 and to 8, we

Fig. 5. Finish times of the fast nodes in a network with 10 fast nodes a@dSO increase the number of neighbors of the fast node (to
190 slow nodes. Size of the file is 400 blocks and capacity of server and fggye it the opportunity to use the extra capacity). We also
nodes is 4 blocks/round. scale accordingly the capacity of the server and the size of
the file so that the minimum finish time for the fast node
) ) ) is 50 rounds. If no network coding is used, Taple | shows
the higher the number of neighbors feeding a fast node, they astic increase in the finish times of the fast node as the
harder it is for the large set of neighbors to efficiently providg, . cities ratio increases. With network coding the finish time
useful data in an uncoordinated fashion. remains relatively unchanged indicating that heterogeneity in

In Figure[$ we plot the finish times of the fast users ighe capacities does not penalize the fast nodes. As a final note,

a network with many slow users and few fast users. In thifie performance of the slow nodes across these experiments
example the fast users are 4 times faster than the slow usgggnain almost unchanged.

We observe that with network coding the finish times of the

fast nodes are on the average 20% better than source codhgPynamic arrivals and departures

and around 30% better than with no coding. Also, observe thaynamic Arrivals

with network coding the difference in the observed finish timg this section we show the impact of dynamic arrivals in

minus the minimum finish time is very similar to the baselinghe performance of the system. When nodes arrive at different

scenario of Figurg]3, indicating that the heterogeneity did ngines, newly arriving nodes have different download objectives

affect the fast nodes with network coding, but had decreasg@n the nodes that have been in the system for sometime.

the performance of the fast nodes with both source coding apgr instance, newly arriving nodes can benefit from any

no coding. block while older nodes require a specific set of blocks to
When network coding is not used, slow nodes may pictomplement the blocks that they already have. However, since

blocks from the server that are not needed by the fast nodeswly arriving nodes do not know about the exact needs of

Also slow nodes may use much of their capacity to shatiee other nodes in the system, they will often make download

blocks that came from the fast nodes in the first place. Thkiecisions that are of little use to existing nodes in the system.

end result is that often the decisions taken by the many sl@his gets reflected in Figufe 6.

nodes do not take into account the interests of the fast nodesn Figure[§ we simulated a scenario where 40 empty nodes

and fast nodes need to wait for many rounds to obtain therive every 20 rounds. The file size is 100 blocks. We assume

appropriate blocks. that nodes stay in the system 10 more rounds after they finish
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Fig. 7. Finish times for 200 nodes using network coding when a) the server
stays for ever and b) when the server leaves after serving the full file. Nodes
Fig. 6. Finish times for Random, Network Coding, and Source Coding (FE rive in patches qf 40 nodes every 20 rounds. Nodes leave immediately after
under dynamic arrivals. Nodes arrive in batches of 40 nodes every 20 rourfiVnloading the file.
Nodes stay in the system 10% extra rounds. Server stays forever. File size is
100 blocks.

times are impacted and in terms of how many nodes are able

the d load and th is al iiable. A to complete the download.
€ download and Ihe Server IS always avaliablé. AS we can se Figure[T we present the finish times of nodes using

from Figure[§, the first set of nodes that arrived at time ZEMh twork coding when the server stays forever and compare it

finish around timel 10. In the 'de"’?' scenario where exIsting ity the extreme scenario where the server leaves immediately
nodes are not delayed by the aff"’"’." of new nodlé)snodeg after distributing one full copy of the file. In both cases the
should flmsh_everyz() rounds. This is clearly the case WIthnodes depart from the system immediately after finishing the
Network Coding. .download. From Figuri] 7 we observe that with network coding

However, when no encoding is used or when source codi nodes finish roughly at the same time independently of the

is used, newly arriving nodes unnecessarily delay eXiStirE)%havior of the server. Similarly, we have observed that the

nodes. Existing nodes need to wait many extra roundsrg rformance of network coding is independent of the amount

receive useful information since newly arriving nodes spe time that nodes stay around in the system after completing
much of their bandwidth performing download decisions th?ﬂeir download to other nodes with their downloads

carr)lllf.n% ]l(nfotrhmaf.tlo? fc’)[r ?X|spr_19 no%es. Such (fj||ffer:ence dIS Another important feature of network coding is that even in
amplified for the first set of arriving nodes (e.g. a flash crow éxtreme scenarios, all nodes are able to finish their downloads.

er)‘;hls :gl;%t(;;n nt:rt]wo:k dcc:dlng prrowdesc,"in |rr;l%ror\1/eme8?n or instance, in Figure] 8, we show that if the server leaves the
o a o compared 1o source coding a 0 co stem after serving only 5% extra blocks, all0 nodes in

respectively. However, as time progresses the number of no S system that use network coding complete the download.

Fhat finish the download and stay around to.help other no dwever only 40% of the nodes finished downloading when
increases. As a result, the performance difference betweejw '

L0 0 -
network coding and the other approaches decreases rou yree coding is used and only 10% of the nodes finished

. ) }//vnloading when no coding was used.
to 30%. _Note_, however, that this d|fferer_1ce would INCTEAse | our experiments, we have observed that there is a certain
substantially if nodes leave the system right after they finish

their download Server thr.eshpld after whiph mo;t nodes are.able to finish
' downloading in all scenarios. This threshold is around 10-
Robustness to node departures. 15% extra rounds for source coding and 20-30% extra rounds
When nodes are allowed to leave the system at any time dnd no coding. Notice, however, that the finish times will
the server also leaves the system, then it is possible that sdmesignificantly affected for the cases of source coding and
blocks disappear and reconstructing the original file is nab coding, whereas with network coding the performance
possible (this is frequently observed in current file sharing P2Rrceived by the clients will not change significantly.
networks). This problem becomes noticeable when the blockdn summary, with network coding all nodes are able to
do not propagate evenly and, as a result, some blocks exisfimsh downloading even in extremal scenarios; on the other
only few nodes (rare blocks), and gets even more pronoundehd, only a small percentage of nodes finishes downloading
in dynamic networks, with frequent node departures. As wehen source coding or no coding is used. Moreover, even
will see next, the inherent redundancy of network coding cam such extremal scenarios, the performance perceived by the
help cope with such problems even in the most extreme cassgrs will not be affected significantly with network coding.
of node departures. We quantify robustness in terms how finiShus, network coding adds robustness to the system and it

9
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Fig. 8. Numbe_r of nodes finishing over time for random, source coding{(‘;{g. 9. Number of users finished by a given time (measured in number of
and network coding. The network has 500 nodes. The server stays for lnds) for Network Coding (NC), Source Coding (FEC) and Local Rarest
extra rounds. Nodes leave immediately after downloading the full file. NO[ERy ynder a) no incentive schemes (Free) and b) tit-for-tat (TFT). Network
that many nodes with random and source coding are not able to finish. ;¢ is 500 users. File size is 100 blocks.

is interesting to observe that the extra robustness is mosdlyr approach targets the distribution of large files in a dynamic
introduced by the peers. This is opposed to source codiggvironment where nodes cooperate. Our system does not
systems, which are dependent on the server to introduce exfguire any centralized knowledge of the network topology

encoded blocks and, hence, robustness. and nodes make decisions of how to propagate blocks of
. . i information based only on local information.
E. Incentive mechanisms: Tit-for-tat . . . o
The main advantage of using network coding for distributing

We have argued in Sectign 1D that the use of an incentivgrge files is that the scheduling of the content propagation in
mechanism like tit-for-tat (TFT) may reduce the throughpuhe overlay network is much easier. Deciding on the correct
of the system since blocks need to be carefully picked to béck of information to transmit to another node is difficult
easily traded. without global information; the transmitted packet is useful
In Figure[9 we show the total number of peers finished hy the receiving node, but, may not be useful to other down-
time ¢ with and without the use of tit-for-tat to discourage freestream nodes. With network coding, each generated block is a
riders. In this simulation the maximum allowable differenceombination of all the blocks available to the transmitter and
between blocks uploaded to a node minus the number thlis, if any of them is useful downstream, then the generated
downloaded blocks from the same node is 2. In the case®bck will also be useful.
network coding, the introduction of TFT has practically no We have demonstrated through extensive simulations the
observable impact on the performance of the system. Howevggrformance advantages of using network coding over trans-
for both source coding and no coding, the introduction of TFhitting unencoded information and over coding at the source
significantly affects the finish times by delaying the upper tadnly in scenarios of practical interest. Network coding per-
of the distribution. forms better when the nodes have heterogeneous access ca-
For instance, when transmitting unencoded blocks, the Iggicities, when the arrivals and departures of the nodes are not
user finished at time 161 without TFT and at time 185 witBynchronized, when there are natural bottlenecks in the overlay
TFT. Similarly, when source coding was used the finish timéspology (that need to be utilized as best as possible), and
were 159 and 182 respectively. The decrease in performangsen incentive mechanisms are in place to discourage free-
happens because nodes may end-up with blocks that areri@érs. The performance benefits provided by network coding
little interest to their neighbors. Recall, however, that nod&s terms of throughput are more than 20-30% compared to
are allowed to change neighbors if they are not able to receptsding at the server, and can be more than 2-3 times better
enough throughput. compared to transmitting unencoded blocks. Moreover, we
We have also experimented with larger networks and ohave observed that with network coding the system is much
served that increasing the size of the network amplifies thgore robust to server and node departures.
penalty introduced by using tit-for-tat, specially for a system Despite the rich literature in network coding, we are not

where no-coding is used. aware of any operational content distribution network that uses
V. S F b network coding. Based on the system presented in this paper,
- SUMMARY AND FURTHER DIRECTIONS we have implementef@valanche a real system using network

We propose a new content distribution system that uses netding. Through Avalanche, we are currently investigating the
work coding. Unlike other systems based on network codinigenefits of using network coding to distribute very large files
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to a large number of users in realistic settings.
During the design and implementation of Avalanche we
have identified various practical issues related to netwopk,
coding. The most important of them is the speed of encoding
and decoding. Recall that during encoding we combine ?1”1]
available blocks and this is afi(k) operation, wheré; is the
number of the blocks of the file. During decoding, we invert a
k x k matrix in O(k%) and then reconstruct the original file in(12]
O(k?). (In our system the reconstruction cost dominates the
running time because it involves many reads of large blocksl
from the hard disk; whereas the inversion of the coefficient

. . T[]
matrix can be done in memory.) We are currently considering

techniques inspired from sparse codes to increase the encodin]g

and decoding rates, which allow us to encode/decode fileslby
more than 4 GB with very low overhead.

Another major concern in any content distribution scheni&s]
is the protection against malicious nodes. A malicious node
can introduce arbitrary blocks in the system and make the;
reconstruction of the original file impossible. When the nodes
do not perform coding, the server can digitally sign the pack(?l%
transmitted and, thus, protect against malicious users. Digitally
signing is more difficult when rateless codes are used, but (&8l
cently [29] demonstrated how homomorphic collision-resistant
hash functions can be used to provide protection in that cagey
Similar schemes can be used to provide protection when
network coding is in place [30]. In Avalanche we use specifyl]
sets of secure hash functions that survive network coding
operations and consume very little computational resources,
as opposed to traditional homomorphic hashes. [22]
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